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World Powers Say They

Want to Contain AI.

They’re Also Racing to

Advance It

The US, China, and others signed
a declaration coordinated by the
UK warning AI could be
“catastrophic.” Yet none seem to
be suggesting development of the
technology should slow down.

Yesterday, 28 countries including the US,

members of the EU, and China signed a

declaration warning that artificial

intelligence is advancing with such

speed and uncertainty that it could cause

“serious, even catastrophic, harm.”

The declaration, announced at the AI

Safety Summit organized by the British
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government and held at the historic

World War II code-breaking site,

Bletchley Park, also calls for international

collaboration to define and explore the

risks from the development of more

powerful AI models, including large

language models such as those powering

chatbots like ChatGPT.

“This is a landmark achievement that

sees the world’s greatest AI powers

agree on the urgency behind

understanding the risks of AI—helping

ensure the long-term future of our

children and grandchildren,” the UK

prime minister, Rishi Sunak, said in a

statement.

The venue for the Summit paid homage

to Alan Turing, the British mathematician

who did foundational work on both

computing and AI, and who helped the

Allies break Nazi codes during the

Second World War by developing early

computing devices. (A previous UK

government apologized in 2009 for the

way Turing was prosecuted for being gay

in 1952.)

The AI hype-train has a knack for turning

even close allies into competitors,
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though. The ink on the future-looking

declaration was barely dry before the US

asserted its leadership role in developing

and guiding AI, as vice president Kamala

Harris delivered a speech warning that

AI hazards—including deepfakes and

biased algorithms—are already here. The

White House announced a sweeping

executive order designed to lay out rules

for governing and regulating AI early this

week, and yesterday outlined new rules to

prevent government algorithms doing

harm.

“When a senior is kicked off his

healthcare plan because of a faulty AI

algorithm, is that not existential for

him?” Harris said. “When a woman is

threatened by an abusive partner with

explicit deepfake photographs, is that

not existential for her?”

The cocktail of collaboration and

competition swirling in the UK stems

from the remarkable, surprising, and

slightly scary capabilities that large

language models have demonstrated in

just the past year. AI has proven capable

of doing things that many experts

thought would remain impossible for
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years to come. That suggests to some

researchers that systems with an ability

to replicate something resembling the

kind of general intelligence that humans

take for granted may suddenly be a lot

closer.
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